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Decision Making Under Uncertainty Is…

• Mathematical models to guide us towards rational 
and optimal decisions. 

• Ubiquitous in our lives: 

• Agriculture planning [Parsons et al., 2022], 

• Market Investing [Hallegatte et al., 2012], 

• Medical Treatments [Wickett et al., 2023], 

• Scientific Discovery [Lookman et al., 2019]. 

• Extensively studied in economics, statistics, and 
philosophy [Von Neumann & Morgenstern, 1944, 
Luce & Raiffa, 1989; Berger, 2013].



Why Use LLMs For Decision Making?

• LLMs are powerful common sense reasoners 
[Hao et al., 2023]. 

• They provide a more user-friendly interface 
than statistical approaches. 

• They are “reasonable” out-of-the-box 
forecasters [Halawi et al., 2024]. 

• But they are not out-of-the-box decision 
makers…

From Hao et al., 2023

Forecasting performance from Halawi et al., 2024. Plot (b) reports Brier scores; lower is 
better. Human crowd performance: 0.149; random baseline: 0.250.



- GPT-4 Response: ... although avocados have a higher price per ton, the significantly higher yield of grapes per acre makes 
grape production more profitable on a per-acre basis. Additionally, the grape production is forecasted to be up despite the 
drought and heat conditions, indicating a resilient crop under current conditions. In contrast, avocado production has 
decreased due to wildfires and water restrictions, which may pose a higher risk. Therefore, planting grapes is recommended 
to maximize profit on the 10 acres of land. 

Why Use LLMs For Decision Making? 🥑 vs. 🍇

- GPT-4 Prediction: Grape

California avocado production has decreased, with wildfires and water restrictions impacting yields. 
However, U.S. avocado consumption has increased significantly, with imports from Mexico and Peru 
growing substantially. Mexico dominates the U.S. avocado market, with imports peaking from may through 
July. Peruvian imports compete during the summer months,  traditionally a period of lower Mexican 
imports. The average avocado yield is 2.87 tons/acre and the average price per unit is 2,430 $/ton. 

- Ground Truth: Avocado

- Avocado Product Summary:

- Grape Product Summary:

- Instruction

- Context (Market Overview Omitted):

I’m a farmer in California planning what fruit to plant next year. I would like to maximize my profit with 
“10” acres of land.  Below are the actions I can take: Action 1. Avocado: 10 acres; Action 2. Grape: 10 acres

Grape production is forecasted to be up 9 percent from 2020, despite drought and heat conditions. 
California table-type grape production is also expected to increase. High heat has affected the industry, with 
Coachella valley shipments dow and central California shipments up. Imports from Mexico, the main 
competitor, were down slightly, but overall shipments were higher in 2021 than the previous year. The 
average grape yield is 6.92 tons/acre and the average price per unit is 908 $/ton.



Why Use LLMs For Decision Making?

• LLMs are powerful common sense reasoners 
[Hao et al., 2023]. 

• They provide a more user-friendly interface 
than statistical approaches. 

• They are “reasonable” out-of-the-box 
forecasters [Halawi et al., 2024]. 

• But they are not out-of-the-box decision 
makers…because they:

From Hao et al., 2023

Forecasting performance from Halawi et al., 2024. Plot (b) reports Brier scores; lower is 
better. Human crowd performance: 0.149; random baseline: 0.250.

• Are too “good” at in-context learning! 

• Cannot reason with stochasticity [Feng 
et al., 2024].



• Goal: search for actions that maximize the expected utility. 

Decision Making with LLMs

a⋆ ← argmaxa∈𝒜 𝔼π(θ|𝒞) [U(θ, a)]

• DeLLMa: Decision-making Large Language Model assistant

State 
Enumeration

State 
Forecasting

Utility 
Elicitation

Expected Utility 
Maximization



a⋆ ← argmaxa∈𝒜 𝔼π(θ|𝒞) [U(θ, a)]
State 

Enumeration
State 

Forecasting

Utility 
Elicitation

Expected Utility 
Maximization

Action/State Fire No Fire

Take out insurance No house and 
$100,000 House and $0

No insurance No house and $100 House and $100

Take out in
surance

No insurance

No house and $100,000 (-400,000)

House and $0 (500,000)

No house and $100 (-499,900)

House and $100 (500,100)
No Fire 95%

Fire 5%

No Fire 95%

Fire 5%



Formal Procedures of DeLLMa
Max Revenue 🥑 vs. 🍇 🧑🌾 📊



State Enumeration

• Goal: produce a list of  states:m

Θ = {θ1, ⋯, θm}

θ = ( f1, ⋯, fk)

• Each state  is a state of  factors:θ k

f ∈ {f̃1, ⋯, f̃ ℓ}

• Each factor  may take  plausible values:f l

Generated by an LLM :ℳ
{fi, f̃1:ℓ

i }k
i=1 ← ℳ(𝒫)

a⋆ ← argmaxa∈𝒜 𝔼π(θ|𝒞) [U(θ, a)]

 
🧑🌾 📊 

USDA reports

𝒫 = (𝒢, 𝒜, 𝒞)

Weather 🌠

Supply Chain 🚚

Popularity 🧑🤝🧑

θ = ( f1, ⋯, fk)

☀ 🌧 ❄

🚀 🚧 🛳

🥵 😫 🥱

f ∈ {f̃1, ⋯, f̃ ℓ}



State Forecasting

• Goal: approximate  with . 

• But there are  unique states! 

• We prompt to generate  conditional 
distributions, one for each . 

• Define  as their 
product distribution.

π(θ |𝒞) πLLM(θ |𝒞)

m = ℓk

k
fi

πLLM(θ = ( f1, ⋯, fk) |𝒞)

a⋆ ← argmaxa∈𝒜 𝔼π(θ|𝒞) [U(θ, a)]

Plausibility Mapping :𝒱

LLM Belief Score
Very Likely 6

⋯ ⋯

Very Unlikely 1

☀ 🌧 ❄

1 4 3

1/8 1/2 3/8

Apply 𝒱
Normalize



Utility Function Elicitation a⋆ ← argmaxa∈𝒜 𝔼π(θ|𝒞) [U(θ, a)]

• Goal: Produce an utility function  

• Key Idea: Prompt the LLM rank state-action pairs, i.e.  
is  preferred over  for some  and ? 

• Collect a dataset of pairwise comparisons: 

U : Θ × 𝒜 → ℝ

(θ, a)i (θ, a)j i j

Ω = {(θ, a)i ≻ (θ, a)j}
• Utility elicitation with a Bradley-Terry model!

U( ⋅ , ⋅ ) := Bradley-Terry(Ω) ∈ ℝs

3

1
5

2 4

7525 25 1510

Bradley-Terry

• How can we elicit pairwise comparisons efficiently?



Efficient Utility Elicitation a⋆ ← argmaxa∈𝒜 𝔼π(θ|𝒞) [U(θ, a)]

• Desiderata: 

• Accurate utility (i.e. high-quality comparisons); 

• Small number of API queries.

Sampling via a 
Python program

Convert rank into 
pairwise comparisons

(θ(3), a2)

(θ(4), a2)

(θ(2), a2)

(θ(1), a2) (θ(4), a1)

(θ(2), a2)

(θ(3), a1) (θ(1), a1)

(θ(2), a1)

(θ(2), a1)

Batch 1

Batch 2

Batch 3



Maximize Expected Utility a⋆ ← argmaxa∈𝒜 𝔼π(θ|𝒞) [U(θ, a)]

• Goal: search for actions that maximize the 
Monte-Carlo estimates of the expected utility! 

• MC estimates:

U𝒞(a) = 𝔼π(θ|𝒞)[U(θ, a)] ≈
1

|S | ∑
θ∈S

U(θ, a)

• Optimization by enumeration:

a⋆ = argmaxa∈𝒜 U𝒞(a)

• This step is performed analytically without LLMs!



Putting Everything Together



Experiments - Datasets

• Two real datasets curated by the authors: 
• Agriculture Planning: 

• Context : USDA reports & past-year produce price and yield; 

• Goal : Maximize revenue for next year; 

• Action : Select one produce to plant (7 in total). 

• Finance Investing: 

• Context : Stock price histories over a 24-month window. 

• Goal : Maximize return for a one-month trading window. 

• Action : Select one stock to invest (7 in total).

𝒞

𝒢

𝒜

𝒞

𝒢

𝒜

🍎 🍇 🥑 🍐 🍋 🍑 🍊≺ ≺ ≺ ≺ ≺ ≺🍎 🍇 🥑 🍐 🍋 🍑 🍊🍎 🍇 🥑 🍐 🍋 🍑 🍊

GPT-4 Preview-1106

💹 11/2021 — 11/2023 🤔 12/2023



Experiments - Prompting Methods

• DeLLMa Variants: 
• DeLLMa-Pairs: complete DeLLMa with all pairwise comparisons. 

• DeLLMa-Top1: complete DeLLMa that only prefers the top-ranked state-action tuple to other state  action tuples. 

• DeLLMa-Naive: DeLLMa without batching or fixed state samples per action. 

• Baseline Methods: 

• Zero-Shot: direct prompt to infer  given . 

• Self-Consistency (SC): majority vote of  zero-shot predictions. 

• Chain-of-Thought (CoT): multi-prompt chain that emulates DeLLMa prompts, i.e. first generating  
state latent factors, then inferring  with step-by-step reasoning on plausible outcomes.

a⋆ 𝒫

5

a⋆
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Observations

Left: We fix per-action sample size to be 16. Right: We fix 
overlap percentage to be 25%. All experiments performed 

on Agriculture data.

• DeLLMa significantly outperforms baseline 
prompting methods by up to 40%. 

• GPT-4 cannot reason with future scenarios 
without state samples (i.e. external help)!  

• Ranking performance is inconsistent across 
domains: DeLLMa-Pairs performs better than 
Top1 on Agriculture, but worse on Finance. 

• We conduct ablation studies and observe: 

• Large overlap and sample size improve 
performance. 

• …but they require more API queries!

Number of GPT-4 API calls and word counts per decision-making instance (with action set 
size 4 for the Agriculture dataset) across all methods. For DeLLMa-Naive, we set the total 

sample size to 50. For DeLLMa-Pairs, we fix the overlap percentage to 25% and vary the per 
action sample size from 16 to 64. DeLLMa-Top1 has the same statistics as DeLLMa-Pairs 

since they only differ in post processing.



DeLLMa is Human-Auditable!



Future Works

• Investigate the behaviors of each module: 

• More calibrated forecast with retrieval augmentation & tool usage. 

• Improve efficiency for utility elicitation. 

• Expand datasets & application scenarios. Currently investigating airport 
scheduling, news recommendation, and medical decision making. 

• Distill DeLLMa generations to elicit decision making capability on small LLMs.



@willieneis@DaniYogatama@DeqingFu@olliezliu

My Amazing Co-Authors :-)



Thank you!



- Instruction

- Context [Market Overview& Product Summaries]
I would like to adopt a decision making under uncertainty framework to make my decision. The goal of you, the 
decision maker, is to choose an optimal action, while accounting for uncertainty in the unknown state. The first 
step of this procedure is for you to produce a belief distribution over the future state. The state is a vector of 16 
elements, each of which is a random variable. The state variables are enumerated below: 
 
        - climate condition: the climate condition of the next agricultural season in California 
        - supply chain disruptions: the supply chain disruptions of the next agricultural season in California 
        - … 
 
You should format your response as a JSON object with 16 keys, wherein each key should be a state variable 
from the list above. Each key should map to a JSON object with 3 keys, each of which is a string that describes 
the value of the state variable. Together, these keys should enumerate the top 3 most likely values of the state 
variable. Each key should map to your belief verbalized in natural language. If the state variable is continuous 
(e.g. changes to a quantity), you should discretize it into 3 bins. You should strictly choose your belief from the 
following list: “very likely”, “likely”, “somewhat likely”, “somewhat unlikely”, “unlikely”, “very unlikely”. For 
example, if one of the state variable is “climate condition’, and the top 3 most likely values are “drought”, “heavy 
precipitation”, and “snowstorm”, then your response should be formatted as follows:  
 
{  
    “climate condition”:  
        {  
             “drought”: “somewhat likely”,  
             “heavy precipitation”: “very likely”,  
             “snowstorm”: “unlikely” 
        }, 
     ...  
}



- Instruction

- Context [Market Overview& Product Summaries]
I'm a farmer in California planning what fruit to plant next year. I would like to maximize my profit with '10' 
acres of land. 
Below are the actions I can take: Action 1. avocado: 10 acres. Action 2. grape: 10 acres 
I would like to adopt a decision making under uncertainty framework to make my decision. The goal of you, the 
decision maker, is to choose an optimal action, while accounting for uncertainty in the unknown state. Previously, 
you have already provided a forecast of future state variables relevant to planting decisions. The state is a vector 
of 16 elements, each of which is a random variable. The state variables (and their most probable values) are 
enumerated below: 
 
    - climate condition: {“continued drought”: “very likely”, “mild improvement”: “somewhat likely”, “significant    
      improvement”: “unlikely”} 
    … 
 
Below, I have sampled a set of state-action pairs, wherein states are sampled from the state belief distribution you 
provided and actions are sampled uniformly from the action space. I would like to construct a utility function 
from your comparisons of state-action pairs 
    - State-Action Pair 1. State: climate condition: continued drought, supply chain disruptions: minor 
      disruptions, avocado price change: no change, avocado yield change: increase, grape price change: increase, 
      grape yield change: increase; Action 1. avocado: 10 acres 
    … 
 
You should format your response as a JSON object. The JSON object should contain the following keys: 
    - decision: a string that describes the state-action pair you recommend the farmer to take. The output format 
      should be the same as the format of the state-action pairs listed above, e.g. State-Action Pair 5. 
    - rank: a list of integers that ranks the state-action pairs in decreasing rank of preference. For example, if you 
      think the first state-action pair is the most preferred, the second state-action pair is the second most 
      preferred, and so on. For example, [1, 2, 3, 4, 5]. 
    - explanation: a string that describes, in detail, the reasoning behind your decision. You should include    
      information on the expected yield and price of each fruit, as well as factors that affect them 
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